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Object representations are biased toward each other through statistical learning
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ABSTRACT

The visual system is remarkably efficient at extracting regularities from the environment through
statistical learning. While such extraction has extensive consequences on cognition, it is unclear
how statistical learning shapes the representations of the individual objects that comprise the
regularities. Here we examine how statistical learning alters object representations. In three
experiments, participants were exposed to either random arrays containing objects in a random
order, or structured arrays containing object pairs where two objects appeared next to each
other in fixed spatial or temporal configurations. After exposure, one object in each pair was
briefly presented and participants judged the location or the orientation of the object without
seeing the other object in the pair. We found that when an object reliably appeared next to
another object in space, it was judged as being closer to the other object in space even though
the other object was never presented (Experiments 1 and 2). Likewise, when an object reliably
preceded another object in time, its orientation was biased toward the orientation of the other
object even though the other object was never presented (Experiment 3). These results
demonstrated that statistical learning fundamentally shapes how individual objects are
represented in visual memory, by biasing the representation of one object toward its co-
occurring partner. Importantly, participants in all experiments were not explicitly aware of the
regularities. Thus, the bias in object representations was implicit. The current study reveals a
novel impact of statistical learning on object representation: spatially co-occurring objects are
represented as being closer in space, and temporally co-occurring objects are represented as
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having more similar features.

A remarkable ability of the visual system is the rapid
extraction of the stable aspects in the environment.
Statistical learning involves the automatic detection
of regularities in terms of how objects co-occur in
space or over time (Fiser & Aslin, 2001; Perruchet &
Pacton, 2006; Saffran, Aslin, & Newport, 1996; Turk-
Browne, Scholl, Chun, & Johnson, 2009; Zhao, Al-
Aidroos, & Turk-Browne, 2013). Statistical learning is
an automatic process (Turk-Browne, Jungé, & Scholl,
2005), operating in multiple sensory modalities and
over many types of stimuli, including tones (Saffran,
Johnson, Aslin, & Newport, 1999), haptic input
(Conway & Christiansen, 2005), shapes (Fiser & Aslin,
2001), colours (Turk-Browne, lIsola, Scholl, & Treat,
2008), and lines (Zhao, Ngo, McKendrick, & Turk-
Browne, 2011).

Exposure to regularities has extensive conse-
guences on cognition. For example, the presence of
regularities draws attention implicitly (Yu & Zhao,
2015; Zhao et al, 2013; Zhao, Cosman, Vatterott,

Gupta, & Vecera, 2014), alters the spatial scale of atten-
tion (Zhao & Luo, 2017), interferes with ensemble pro-
cessing (Zhao et al, 2011), facilitates object label
learning (Graf Estes, Evans, Alibali, & & Saffran, 2007)
and object categorization (Turk-Browne, Scholl,
Johnson, & Chun, 2010), and increases visual short-
term memory capacity (Brady, Konkle, & Alvarez,
2009; Umemoto, Scolari, Vogel, & Awh, 2010). More-
over, statistical learning occurs implicitly, in that par-
ticipants remain unaware of the regularities (Conway
& Christiansen, 2005; Fiser & Aslin, 2001; Perruchet &
Pacton, 2006; Saffran et al., 1996; Turk-Browne et al.,
2009; Turk-Browne, Jungé, & Scholl, 2005; Zhao et al,
2013).

While past work on statistical learning focused on
the impact of regularities on various cognitive pro-
cesses, it is unclear how statistical learning shapes
the representations of individual objects that co-
occur in space or over time. Previous studies have pro-
posed several factors that influence the fidelity of
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memory representations of objects that are spatially or
temporally associated. These factors include spatial or
temporal grouping by distance or by categories (Hut-
tenlocher, Hedges, & Duncan, 1991; McNamara, 1986).
For example, when two objects were presented closer
in time, the recognition of these objects was facilitated
and their spatial locations were also recalled as being
closer (McNamara, Halpin, & Hardy, 1992). When two
objects were presented at the same time, their
locations were recalled as being closer in space than
when the objects were presented in isolation (Recker
& Plumert, 2009). Likewise, when two objects were cat-
egorically related, their locations were recalled as
being closer in space (Recker & Plumert, 2009). More-
over, a sequence of spatially and temporally related
objects tends to be judged as the same object
(Wallis & Biilthoff, 2001). A recent study demonstrates
that an object is perceived as having a higher value if it
is temporally associated with another object that pre-
dicted monetary rewards than if it is associated with
an object that did not predict monetary rewards,
and this change in value through association is pre-
dicted by hippocampal activities (Wimmer &
Shohamy, 2012). This study shows that the feature of
an object (e.g, monetary value) becomes more
similar to that of another object simply through tem-
poral association. Taken together, these findings
suggest that spatial or temporal association between
objects systematically alters the memory represen-
tation of these objects.

It is proposed that the change in representation
occurs because of a grouping or clustering mechanism
(McNamara, 1986; Orhan & Jacobs, 2013; Schapiro,
Kustner, & Turk-Browne, 2012). For example, the spatial
or temporal proximity grouped the objects as one rep-
resentational unit such that the recall of an object in
the group is biased toward other objects in the group
(McNamara et al.,, 1992; Recker & Plumert, 2009).

In the context of statistical learning, individual
objects are associated with each other not by spatial
or temporal proximity, but by joint or transitional
probabilities. That is, the spatial distance or the tem-
poral interval between two objects is constant, but
the joint or transitional probability is higher between
two objects in a pair than two objects not in a pair.
For example, in an AB pair, B always follows A in a con-
tinuous temporal sequence (co-occurring over time)
or B always appears next to A in a spatial array (co-
occurring in space). After B, any other pair can

follow, and therefore the transitional probability
between B and another object is lower. It is the reliable
probability between the two objects that serves as a
grouping cue for a pair.

Given the previous findings, we hypothesize that
the statistical association can also shape the represen-
tation of individual objects through a grouping mech-
anism. This hypothesis is motivated by recent studies
that showed a chunking effect of statistical learning,
that is, two co-occurring objects in space or time
may be grouped as one unit. For example, co-occur-
ring colour dots in a spatial scene are compressed in
working memory (Brady et al., 2009), and their quan-
tity is under-estimated consistent with a feature-
grouping mechanism (Zhao & Yu, 2016). Such chunk-
ing effect emerges rapidly and unintentionally, even
after one exposure to the co-occurring objects (Batter-
ink, 2017). One proposed consequence of chunking is
that the two objects may be represented as being
closer in space or more similar to each other. This is
based on past findings mentioned above, and also
studies that show children and adults judge the
objects from the same spatial group as being closer
together than they really are, a systematic bias
toward the centre of the group (Hund & Plumert,
2002, 2003; Hund, Plumert, & Benney, 2002). The
bias is shown in other features such as size, where
the recall of an individual object in a group is biased
toward the group average (Brady & Alvarez, 2011).
An influential formal model of visual representation
suggests that individual items in an array are rep-
resented as a probability distribution over possible
clustering or partitions of all items (probabilistic clus-
tering theory; Orhan & Jacobs, 2013). This account pro-
poses that representations of objects in the same
cluster share parameters and are therefore dependent.
This account supports our hypothesis that two co-
occurring objects may be represented as being
closer in space or as having more similar features.

The goal of the current study is to examine how
statistical learning of object co-occurrences (i.e., regu-
larities) shapes the memory representations of individ-
ual objects. There are two possible ways where
statistical learning alters the representation of an indi-
vidual object. One possibility is that the representation
of one object is biased toward the representation of its
co-occurring partner, which is consistent with our
hypothesis. By biasing toward we mean that the
location of one object is recalled as being closer to



its co-occurring partner, or the feature of one object is
recalled as being similar to its co-occurring partner. In
a recent study, the cortical activation patterns in the
medial temporal lobe of two temporally co-occurring
objects became more correlated after statistical learn-
ing, compared to the patterns of two objects that were
not temporally associated (Schapiro et al., 2012). This
means that statistical learning increased the similarity
in the neural representations of two co-occurring
objects. The current study explores whether statistical
learning also increases the similarity in object rep-
resentations in working memory, in addition to the
increased neural similarity. The other possibility is
that co-occurring objects may be represented as
being more distinct from each other, since successful
learning of regularities depends on the successful dis-
crimination between individual objects (e.g., Stager &
Werker, 1997). Both human and animal imaging
studies have suggested that stronger discrimination
between two stimuli renders the neural representations
of these stimuli more dissimilar (Faber, Joerges, &
Menzel, 1999; Li, Howard, Parrish, & Gottfried, 2008).
To seek behavioural evidence of how statistical
learning shapes object representations, we conducted
three experiments. In each experiment, participants
were first exposed to either structured arrays (contain-
ing object pairs) or random arrays, while performing a
cover task. After exposure, one object within each pair
was briefly presented and participants judged the
location of the object (Experiments 1 and 2), or the
orientation of a line (Experiment 3). We examined
the fidelity of participants’ judgments of the objects
as a way to measure the extent and the direction of
change in the object representations as a result of
learning. Specifically, we predict that if statistical learn-
ing biases their representations toward each other,
one object should be judged as being closer to the
other object in space even in the absence of the
other object (Experiments 1 and 2). Alternatively, if
learning the object pair leads to more distinct rep-
resentations, one object should be judged as being
further away from the other object. Likewise, if statisti-
cal learning biases the line representations toward
each other, one line should be judged as being
more oriented toward the other line (Experiment 3).
Alternatively, if learning leads to more distinct rep-
resentations, one line should be judged as being
oriented away from the other line. Alternatively, if
learning leads to more distinct representations, one
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line should be judged as being oriented away from
the other line.

Experiment 1

The goal of the experiment was to examine how regu-
larities in terms of object co-occurrences in space alter
the representations of individual objects.

Participants

Eighty undergraduate students (58 female, mean age
=19.9 years, SD = 1.9) from University of British Colum-
bia participated for course credit. Participants in all
experiments had normal or corrected-to-normal
vision and provided informed consent. All exper-
iments have been approved by the University of
British Columbia Behavioral Research Ethics Board.
No participants were excluded from the experiments
(except for Experiment 3). The sample sizes in the
current experiments were estimated from the
sample size and effect size from our previous exper-
iments (Zhao et al, 2013). Data analysis was per-
formed only when all data were collected.

Stimuli

Stimuli consisted of eight black shapes, each subtend-
ing 2.3° of visual angle. The shapes were randomly
assigned for every participant to four “pairs” grouped
in fixed horizontal, vertical, and diagonal configurations
(Figure 1a). For every trial, the four pairs were presented
in a 4 x4 invisible grid (subtending 12.7° x 12.7°), with
the constraint that each pair neighboured at least one
of the other pairs. This constraint ensured that statistical
learning could not solely be determined by spatial seg-
mentation cues other than co-occurrence.

Apparatus

In all experiments, participants were seated 50 cm from
a computer monitor (refresh rate = 60 Hz). Stimuli were
presented using MATLAB (Mathworks) and the Psycho-
physics Toolbox (http://psychtoolbox.org).

Procedure

Participants were randomly assigned to either the
structured condition or the random condition (N =40
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Figure 1. Stimuli, tasks, and results from Experiment 1. (a) In the structured condition, eight shapes were grouped into four pairs, which
were assigned to horizontal, vertical, and diagonal configurations. In the random condition, one shape in each pair remained in the
same position but the other shape appeared randomly in one of the other three pairs. In each trial, the four pairs were presented
in an invisible 4 x 4 grid. Three sample trials are shown in each condition. (b) In the judgment task, the shape that always remained
in the same position within each pair was briefly presented on the screen, followed by a 3 s interval. Participants reported the position
of the shape using the cursor. The error was calculated by subtracting the judged position from the objective position of the shape,
measured in pixels along the X and Y screen coordinates. (c) Each graph shows the judgment errors in each pair. (Error bars represent +

1 SEM; *p < .05; **p < .01).

in each). There were three phases in each condition:
exposure, judgment, and test. During the exposure
phase in the structured condition, the four pairs
were presented in the grid for every trial. In the
random condition, one shape always remained in
the same position within each pair but the other
shape appeared randomly in any of the four pairs.
Specifically, the left shape in the horizontal pair, the
top shape in the vertical pair, the top right shape in
one diagonal pair, and the top left shape in the
other diagonal pair remained in the same position
within its respective pair, while the remaining four
shapes appeared randomly in the remaining four
positions (Figure 1a). This ensured that any bias
observed of the shape that remained in the same
position within a pair would be driven only by the
reliable co-occurrence of the two shapes in the pair,

and not by changes in spatial locations. In both con-
ditions, each shape was repeated 200 times, resulting
in a total of 200 trials. In each trial, the array was pre-
sented for 1500 ms followed by an inter-stimulus
interval (ISI) of 1000 ms. Of all trials, 20% contained
a duplicate shape: one shape in a randomly selected
pair was changed to match the other shape from
the pair. The duplicates, which existed in both con-
ditions, were used in support of a cover task (dupli-
cate detection task) during the exposure phase.
Participants were asked to detect whether there
were two identical shapes in each trial by pressing
the “z" key for no or the “/" key for yes (key assign-
ment counterbalanced across participants). The
purpose of the cover task was to hide the purpose
of the experiment and to ensure incidental encoding
of regularities.



The judgment phase immediately followed the
exposure phase in both conditions. For each trial,
the shape that always remained in the same relative
position within its pair appeared in the grid, as in
the exposure phase. This includes the left shape in
the horizontal pair, the top shape in the vertical pair,
and the top right shape and the top left shape in
the diagonal pairs. Thus, only four distinct shapes
were presented. We did not test the remaining four
shapes in the four pairs, because in the random con-
dition for each trial they could randomly appear with
any of the four shapes that were fixed in the same rela-
tive position in the pair, whereas in the structured con-
dition the remaining four shapes always appeared in
the same relative position in the pair. Testing only
one member in the pair ensured that any bias we
found in the judgment task was not caused by the
relative position of shapes in the structured condition,
but rather by the reliable pairing between two shapes.
In other words, we wanted to make sure that the bias
arises not because the shape always appeared in the
fixed position within a pair, but rather because the
shape always appeared with another shape (i.e,
reliable co-occurrences). Therefore, we did not test
the remaining shape in each pair.

The matrix contained a total of 16 locations in a 4 X
4 matrix. Given the spatial configurations of the pairs,
the shape to the presented in a pair in the judgment
phase could not appear in all 16 locations (e.g., the
left member of a horizontal pair could never appear
in the right-most column in the matrix). Consequently,
for the horizontal pair and the vertical pair, the shape
could appear in 12 valid locations in the grid. For the
two diagonal pairs, the shape could appear in nine
valid locations in the grid. One shape appeared in a
valid position in the grid at a time, and this was
repeated twice, resulting in 84 trials in total ([12 + 12
+9+9]x2=284). The trials were presented in a
random order. In each trial, the shape appeared on
the screen for 200 ms, followed by a blank interval
of 3000 ms. Then the same shape appeared again on
the bottom right corner of the screen, and participants
used the cursor to locate the shape in the position in
which it had just appeared (Figure 1b). No feedback
was given on judgment accuracy.

After the judgment phase, participants in the struc-
tured condition completed the two-alternative forced-
choice (2AFC) test phase. In each trial, two sets of
shapes were presented for 1000 ms, one on the left
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side of the screen and the other on the right side.
One set was the target pair from the exposure
phase, and the other was a foil pair consisting of
one shape from the target pair and one shape from
a different pair. Participants were asked to choose
which pair looked more familiar. The two shapes in
the foil pair had never appeared in this spatial con-
figuration, but the two shapes in the target pair had
been repeatedly presented in the exposure phase. If
participants had learned the co-occurrence between
the two shapes in the target pair, they should be
able to choose the target pair as more familiar. Each
target pair was tested against one of the two possible
foil pairs, and each target-foil combination was tested
twice, creating 16 trials (order randomized). The left/
right side of the target pair was counterbalanced
across trials. Because all individual shapes were
equally frequent in the exposure and test phases, par-
ticipants could only choose the pair as more familiar if
they had learned which shapes co-occurred.

After the test, a debriefing session was conducted,
where participants were asked if they noticed any
shapes that always appeared with one another in the
first part of the experiment, and if they noticed any pat-
terns or regularities in the shapes. For those who
responded yes, we further asked them to identify
which shapes. Participants were asked other questions,
including how confident they were in the test phase
and what they thought the purpose of the study was.

Results

During exposure, mean accuracy in the duplicate
detection task was 93.3% (SD=11.0%) in the struc-
tured condition and 923% (SD=14.9%) in the
random condition. Performance did not differ
between the two conditions [t(78)=0.36, p=.72, d
=.08]. At the test phase, in the structured condition
pairs were chosen over foils for 55.5% (SD = 10.8%)
of the time, which was reliably above chance [50%; t
(39) =3.20, p =.003, d = .51]. During debriefing, all par-
ticipants were asked to identify any regularities in
terms of how the shapes appeared in the exposure
phase, and 45% of the participants incorrectly
reported the shape duplicates as regularities, but no
participant was able to correctly identify the specific
shapes that reliably co-occurred within a pair. More-
over, most participants did not explicitly know the
answer and felt like guessing in the 2AFC test phase.
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This suggests that participants did not have explicit
awareness of the shape pairs, but rather implicitly
learned the shape pairs.

The critical question was whether the shape pairs
biased the representation of individual shapes. To
address this question, we calculated the error in
pixels between the objective location and the
judged location of each shape presented in the judg-
ment phase. The error was derived from subtracting
the judged coordinates from the objective coordi-
nates in pixels along the X- and the Y-axes on the
screen (Figure 1b). We compared the signed error of
the shape in each pair between the structured and
the random conditions (Figure 1c). Using this analysis,
a smaller or negative error suggests a rightward bias
on the X-axis, or a downward bias on the Y-axis. In con-
trast, a larger error suggests a leftward bias on the
X-axis, or an upward bias on the Y-axis.

For the left shape in the horizontal pair, the error on
the X-axis was smaller in the structured condition than
in the random condition [t(78) = 2.01, p =.048, d = .45].
There was no significant difference in the errors on
the Y-axis between the two conditions [t(78) =0.57,
p=.57, d=.13]. This suggests that the left shape in
the horizontal pair was biased toward the right.

For the top shape in the vertical pair, the error on the
Y-axis was smaller in the structured condition than in
the random condition [t(78)=2.10, p=.04, d=47].
There was no significant difference in the errors
on the X-axis between the two conditions [t(78) =
0.42, p=.68, d =.09]. This suggests that the top shape
in the vertical pair was biased toward the bottom.

For the top right shape in the first diagonal pair,
the error on the X-axis was larger in the structured
condition than in the random condition [t(78) = 2.07,
p=.04, d=.46]. The error on the Y-axis was smaller
in the structured condition than in the random con-
dition [t(78)=2.01, p=.048, d=.45]. This suggests
that the top right shape in the diagonal pair was
biased toward the left and also toward the bottom.

For the top left shape in the second diagonal pair,
the error was smaller in the structured condition
than in the random condition [t(78)=2.91, p=.005,
d=.65] on the X-axis, and also on the Y-axis [t(78) =
2.18, p=.03, d = .49]. This suggests that the top left
shape in the diagonal pair was biased toward the
right and also toward the bottom.

The previous analysis using signed errors allowed
us to examine the recall accuracy of the presented

object in each pair. To further examine whether the
object was recalled to be closer to its occurring
partner, we computed the distance between the
judged location of the presented shape and the
location of its co-occurring partner (if it were pre-
sented) in the judgment task (Figure 2a). We found
that the judged location of the presented shape was
reliably closer to its co-occurring partner’s location in
the horizontal pair [t(78) =2.12, p=.04, d=0438], in
the vertical pair [t(78)=2.14, p=.04, d=0.48], in the
first diagonal pair [t(78) =2.87, p<.01, d=0.65], and
in the second diagonal pair [t(78) =4.09, p <.001, d
=0.91] in the structured condition than in the
random condition. An average distance was com-
puted across the four types of pairs, and distance
was again reliably closer in the structured condition
than the random condition [t(78) =5.04, p <.001, d =
1.13]. To examine whether the 2AFC test performance
predicted the judgment of the locations, we correlated
the accuracy of test performance with the overall
average distance in the structured condition. The cor-
relation was not reliable [r(38)=0.07, p=.68],
suggesting that the test performance was not associ-
ated with the magnitude of the bias.

These results consistently showed that if a shape
co-occurred with another shape in space, the shape
was subsequently represented as being closer to the
other shape with which it had co-occurred previously.
This suggests that the representation of one shape is
biased toward its co-occurring partner.

Experiment 2

The goal of this experiment was to generalize the find-
ings of Experiment 1 from shape pairs to colour pairs
by testing how regularities in terms of colour co-occur-
rences alter the representations of individual objects.

Participants

Fifty-six new undergraduate students (42 female,
mean age =20.3 years, SD=1.6) from University of
British Columbia participated for course credit.

Stimuli

The stimuli consisted of 10 coloured circles. The diam-
eter of each circle subtended 1.4° of visual angle. The
circles were generated from 10 distinct colours (colour
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Figure 2. Distance between the judged location of the presented shape and the location of its co-occurring shape (if it were presented)
for (a) Experiment 1 and (b) Experiment 2. The distance was calculated as the absolute distance between the two locations combining
the X and Y coordinates. The results were graphed in pixels for each of the four pairs. The overall average distance across all four pair

types was also graphed in the right-most column.

name and R/G/B values: red, 255/0/0; green, 0/255/0;
blue, 0/0/255; yellow, 255/255/0; magenta, 255/0/
255; cyan, 0/255/255; grey, 185/185/185; orange,
255/140/0; brown, 103/29/0; black, 0/0/0). Eight of
the 10 circles were randomly assigned, without repla-
cement and for every participant, to four colour pairs,
and the remaining two single circles were not paired.
As in Experiment 1, the four pairs were grouped into
fixed horizontal, vertical, and diagonal configurations
(Figure 3a).

For every trial, an array of circles was presented on
the screen. The number of circles in the array ranged
from three to 10, creating eight levels of numerosity.
This ensured that both odd and even numbers were
equally presented in the experiment. For odd
numbers of three, five, seven, and nine, the array con-
sisted of one, two, three, and four unique colour
pairs, respectively, and one single circle. For even
numbers of four, six, and eight, half of the time the
array consisted of two, three, and four pairs, respect-
ively; the other half of the time, the array consisted of
one, two, and three pairs, respectively, with two
additional single circles. For the number 10, the array

contained all four pairs and two single circles. The
array appeared in an invisible 4 x 4 grid (subtending
12.4° x 12.4°) with the constraint that each pair neigh-
boured at least one of the other pairs or one of the
single circles (Figure 3a). This constraint ensured that
statistical learning could not solely be determined by
spatial segmentation cues other than co-occurrence.
Each level of numerosity was repeated 50 times, result-
ing in a total of 400 trials (order randomized for every
participant). In both conditions, 20% of the arrays con-
tained a duplicate colour: one circle in a randomly
selected pair was changed to match the colour of the
other circle from that pair. These duplicates, which
existed in the arrays of both conditions, were used in
support of a cover task (duplicate detection task).

Procedure

Participants were randomly assigned to either the
structured or the random conditions (N =28 in each).
The three phases in each condition (exposure, judg-
ment, and test) were identical to those in Experiment
1, except two changes. First, during the exposure
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Figure 3. Stimuli, tasks, and results from Experiment 2. (a) In the structured condition, 10 coloured circles were grouped into four colour
pairs, with two remaining single circles. The four pairs were assigned to horizontal, vertical, and diagonal configurations. In the random
condition, one circle in each pair remained in the same position but the other circle appeared randomly in one of the other three pairs.
In each trial, the four pairs and two singles were presented in an invisible 4 x 4 grid. Three sample trials are shown in each condition. (b)
In the judgment task, the circle that always remained in the same position within each pair was briefly presented on the screen, fol-
lowed by a 3 s interval. Participants reported the position of the circle using the cursor. The error was calculated by subtracting the
judged position from the objective position of the circle, measured in pixels along the X and Y screen coordinates. (c) Each graph
shows the judgment errors in each pair. (Error bars represent + 1 SEM; *p < .05).

phase each array was presented for 1000 ms followed
by an ISI of 1000 ms. Second, during the judgment
phase, one circle from a given pair appeared on the
screen for 100 ms, followed by a blank interval of
3000 ms. The cursor then appeared on the bottom
right corner of the screen, and participants used the
cursor to indicate the centre of the circle that they
just saw (Figure 3b).

Results

During exposure, mean accuracy in the duplicate
detection task was 94.9% (SD = 4.9%) in the structured
condition and 96.5% (SD = 2.0%) in the random con-
dition. Performance did not differ between the two
conditions [t(54)=1.60, p=.12, d=.43]. At the test
phase, in the structured condition pairs were chosen

over foils for 58.7% (SD=13.9%) of the time, which
was reliably above chance [50%; t(27)=3.32, p
=.003, d=.63]. During debriefing, some participants
reported the colour duplicates as the regularities,
but no participant identified any correct colour pair.
This suggests that participants implicitly learned the
colour pairs during exposure.

The critical question was whether the colour pairs
biased the spatial representation of the circle within
the pair. As in Experiment 1, we calculated the error
in pixels between the objective location and the
judged location of each circle presented in the judg-
ment phase (Figure 3b). We then compared the error
in each pair between the structured and the random
conditions (Figure 3c).

For the left circle in the horizontal pair, the error on
the X-axis was smaller in the structured condition than



in the random condition [t(54) = 2.53, p=.01, d = .68].
There was no significant difference in the errors on
the Y-axis between the two conditions [t(54) =0.69,
p=.50, d=.18]. This suggests that the left circle in
the horizontal pair was biased toward the right.

For the top circle in the vertical pair, the error on the
Y-axis was smaller in the structured condition than in
the random condition [t(54)=2.23, p=.03, d=.59].
There was no significant difference in the errors on
the X-axis between the two conditions [t(54) =1.09,
p=.28, d=.29]. This suggests that the top circle in
the vertical pair was biased toward the bottom.

For the top right circle in the first diagonal pair, the
error on the X-axis was larger in the structured con-
dition than in the random condition [t(54)=2.26, p
=.03, d=.60]. The error on the Y-axis was smaller in
the structured condition than in the random condition
[t(54) = 2.13, p = .04, d = .57]. This suggests that the top
right circle in the diagonal pair was biased toward the
left and also toward the bottom.

For the top left circle in the second diagonal pair,
the error was smaller in the structured condition
than in the random condition [t(54) =2.14, p=.04, d
=.57] on the X-axis, and also on the Y-axis [t(54) =
2.68, p=.01, d=.72]. This suggests that the top left
circle in the diagonal pair was biased toward the
right and also toward the bottom.

Again, to provide further support for our hypothesis
that the representations of co-occurring circles are
biased toward each other, we computed the distance
between the judged location of the presented circle
and the location of its co-occurring partner (if it
were presented) in the judgment task (Figure 2b).
We found that the judged location of the presented
circle was reliably closer to its co-occurring partner’s
location in the horizontal pair [t(54) =2.39, p=.02, d
=0.65], in the vertical pair [t(54)=2.39, p=.01, d=
0.64], in the first diagonal pair [t(54) =3.05, p< .01, d
=0.82], and in the second diagonal pair [t(54) = 3.32,
p=.001, d=0.90], in the structured condition than in
the random condition. An average distance was com-
puted across the four pairs, and distance was again
reliably closer in the structured condition than the
random condition [t(54)=4.12, p <.001, d=1.11]. To
examine whether the 2AFC test performance pre-
dicted the judgment of the locations, we correlated
the accuracy of test performance with the overall
average distance in the structured condition. The cor-
relation was not reliable [r(26)=0.10, p=.61],
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suggesting that the test performance was not associ-
ated with the magnitude of the bias.

These results consistently showed that if one colour
co-occurred with another colour in space, its location
was subsequently judged as being closer to that of
the other colour with which it had co-occurred pre-
viously. The results fully replicate those in Experiment
1, demonstrating that the representation of one object
is biased toward its co-occurring partner.

Experiment 3

The first two experiments showed that one object is
represented as being closer to another object if they
co-occur in space. Is this finding specific to spatial rep-
resentations? The final experiment aimed to general-
ize this effect to a different type of representations,
by testing how regularities alter orientation
representations.

Participants

Eighty new undergraduate students (61 female, mean
age =19.7 years, SD=2.1) from University of British
Columbia participated for course credit.

Stimuli

The stimuli consisted of six lines (each subtending
2.4°) varying in colour and orientation dimensions.
There were six colour values (red/green/blue/yellow/
orange/purple) and six orientation values (15°/45°/
75°/105°/135°/165°). In the structured condition, the
six colours and the six orientations were randomly
assigned into three pairs for each participant, and
the colour and orientation feature sequences were
overlaid to create a single line stream (Figure 4a).
The stream was generated by pseudorandomly
sequencing 80 repetitions of each pair, with the con-
straint that there was no back-to-back repetition of
the same pair. In the random condition, the six orien-
tations were assigned into three pairs for each partici-
pant as in the structured condition. However on the
colour dimension, the first colour remained in the
same first position in each pair, but the second
colour randomly appeared in the second position in
any of the other three pairs (Figure 4a). In other
words, the only difference between the structured
and the random conditions was that the second
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Figure 4. Stimuli, tasks, and results from Experiment 3. (a) In the structured condition, the colours and the orientations of the lines were
grouped into three temporal pairs, but in the random condition only the orientations of the lines were grouped into pairs. The colour of
the first line in each pair was the same as that in the structured condition, and the colour of the second line appeared randomly. (b) In
the exposure phase, participants viewed a temporal sequence containing the line pairs, and performed a 1-back task. In the judgment
phase, the first line in each pair appeared briefly, followed by a 3 s interval. Participants reported the orientation of the line by adjusting
a black line. The error was calculated by subtracting the judged orientation from the objective orientation of the line, measured in
degrees. () The graph shows the judgment errors in the orientation of the first line in a pair in the structure and the random conditions.
The trials were divided into two groups: in one group, the second line in a pair was tilted to the left of the first line; in the other group,
the second line was tilted to the right of the first line. (Error bars represent £ 1 SEM; *p <.05).

colour reliably followed the first colour within each
pair in the structured condition, whereas the second
colour was random in the random condition.

Procedure

Participants were randomly assigned to either the
structured or the random conditions (N =40 in each).
There were three phases in each condition: exposure,
judgment, and test. During the exposure phase in
both conditions, the lines appeared one at a time at
fixation for 750 ms, followed by an ISI of 750 ms. Of
all trials, 20% contained a duplicate line identical to
the previous line on both colour and orientation
dimensions. For every trial starting the second trial,
participants performed a cover task (1-back task)
where they indicated whether the current line was
the same as the previous line by pressing the “z” key

for no or the “/” key for yes (key assignment counter-
balanced across participants).

During the judgment phase in both conditions, only
the line that remained in the first position within each
pair was used, and therefore three distinct lines were
presented in their original colours and orientations
as in the exposure phase. Each of the three lines was
repeated 10 times, creating 30 trials in total. The
trials were presented in a random order. In each trial,
one line was presented at fixation for 100 ms, followed
by a blank interval of 3000 ms. A black line was then
presented at fixation in vertical orientation, and par-
ticipants used the cursor to rotate the black line to
match the orientation in which the coloured line had
just appeared (Figure 4b). No feedback was given on
judgment accuracy.

After the judgment phase, participants in the struc-
tured condition completed the two-alternative forced-



choice test phase. In each trial, participants viewed
two sequences of two coloured lines presented at fix-
ation and separated by a 1000 ms pause. Each line
appeared for 750 ms followed by a 750 ms ISI. Partici-
pants judged whether the first or second sequence
seemed more familiar. One sequence was a pair
from the exposure phase and the other was a foil com-
posed of two colours that never appeared sequen-
tially. The foils were constructed by choosing the
first line from each pair and the second line from the
same pair but in a different colour. In other words,
the pair and the foil were identical on the orientation
dimension, but in the foil the colour of second line
never followed the colour of the first line. Pairs were
tested against each foil twice, for a total of 12 trials
(equating frequency of pairs and foils at test). The
order of trials was randomized, and whether the pair
or foil appeared first was counterbalanced.

Results

During exposure, mean accuracy in the 1-back task
was 83.4% (SD=21.4%) in the structured condition
and 84.8% (SD = 18.4%) in the random condition. Per-
formance did not differ between the two conditions [t
(78)=0.31, p=.76, d=.07]. At the test phase, in the
structured condition pairs were chosen over foils for
62.3% (SD=19.7%) of the time, which was reliably
above chance [50%; t(39)=3.95, p<.001, d=.62l.
During debriefing, a few participants reported the
line duplicates as the regularities, but no participant
identified any correct colour pair. This suggests that
participants implicitly learned the colour pairs during
exposure.

The critical question was whether the colour pairs
biased orientation judgments. To address this ques-
tion, we calculated the signed error in degrees
between the objective orientation and the judged
orientation of each line presented in the judgment
phase (Figure 4b). If the judged line was tilted to the
left of the objective orientation, the error was coded
as negative. If the judged line was tilted to the right
of the objective orientation, the error was coded as
positive. The errors between the structured and the
random conditions were shown in Figure 4c.

For each participant, the trials were divided into
two groups: in one group, the second line in the pair
was tilted to right of the first line; and in the other
group, the second line was tilted to left of the first
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line. This allowed us to examine whether there was a
systematic bias in the orientation of the first line
toward the orientation of the second line in a pair.
Because the lines were randomly grouped into pairs
for each participant, for some participants they may
not see both groups of trials, and some pairs would
contain perpendicular lines just by chance. When the
two lines were perpendicular to each other, it was
impossible to determine whether there was a left-
ward bias or a right-ward bias in the judgment of
the presented line to its co-occurring partner. Discard-
ing the data for those participants was merely a result
of the random assignment of lines into pairs. Thus,
only a subset of the participants in each condition
was included in the analysis. Specifically, 32 partici-
pants in the structured condition and 26 in the
random condition were included in the group where
the second line in a pair was tilted to right of the
first line. Only 31 participants in the structured con-
dition and 26 in the random condition were included
in the group where the second line in a pair was tilted
to left of the first line.

We found that when the second line was tilted to
the right of the first line in a pair, the error was margin-
ally larger in the structured condition than in the
random condition [t(56) =1.96, p=.05, d=.52]. This
suggests that there was a rightward bias of the first
line in the structured condition. However, when the
second line was tilted to the left of the first line, the
error was smaller in the structured condition than in
the random condition [t(55)=2.56, p=.01, d=.68].
This shows that there was a leftward bias of the first
line in the structured condition.

To examine whether the 2AFC test performance
was indicative of the judgment performance, we cor-
related the accuracy of test performance with the
error in the judged orientation the structured con-
dition. When the line was tilted to the left, the corre-
lation was not reliable [r(29)=0.26, p=.16],
suggesting that the test performance was not associ-
ated with the bias. However, when the line was
tilted to the right, there was a negative correlation
[r(29)=—0.41, p=.02], suggesting that the test per-
formance was associated with the magnitude of the
bias but in the wrong direction.

These results demonstrated that if one coloured
line reliably followed another coloured line over
time, its orientation was biased toward the orientation
of the other line. Consistent with the first two
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experiments, the results suggest that regularities
biased the representations of individual objects
toward their co-occurring partners.

General discussion

This study aimed to elucidate how regularities in terms
of object co-occurrences shaped the representations
of individual objects. Specifically, we explored
whether objects were represented toward each
other as a result of statistical learning. To address
this question, we first exposed observers with arrays
in which two objects reliably co-occurred or with
random arrays. After exposure, observers briefly
viewed one object on its own and reported the
location or the orientation of the object. Across
three experiments, we found that if an object reliably
appeared with another object in space, its location
was subsequently represented as being closer to the
location of the other object (Experiments 1 and 2).
Likewise, if an object reliably preceded another
object in time, its orientation was biased toward the
orientation of the other object (Experiment 3). These
results demonstrated that statistical learning biased
the representations of co-occurring objects toward
each other. This finding is highly consistent and
robust because we observed the effect in every pair
across three independent experiments using different
paradigms.

The current findings contribute to the growing lit-
erature on how learning guides object representations
in memory. Recent work has shown that the represen-
tation of an object in visual working memory is shaped
by a number of factors, including perceptual expertise
(Curby, Glazek, & Gauthier, 2009), prior exposure
(Brady et al., 2009), retrieval history from short-term
memory (Fan & Turk-Browne, 2013), and explicit
cueing of attention (Lepsien & Nobre, 2007; Nobre
et al,, 2004). The current study demonstrates a learn-
ing-induced intrusion from long-term memory in
working memory. That is, object regularities have
been learned and stored in long-term memory
during the exposure phase. In the judgment phase,
one object in the pair was briefly presented followed
by a 3 s delay. The observers had to hold the object
in working memory during the delay, before reporting
its location or orientation. The finding that the object
was judged as being closer to its absent partner
suggests that the prior knowledge about the pair

was automatically retrieved from long-term memory,
and this knowledge interfered with the online rep-
resentation of the object in working memory. Building
on the previous finding where statistical learning
increases the similarity in neural representations of
co-occurring objects (Schapiro et al, 2012), the
current study shows that statistical learning also
increases the similarity of object representations
held in working memory.

However, a critical question remains: why is the
object representation biased toward its co-occurring
partner as a result of statistical learning? One expla-
nation focuses on the implicit activation of the
absent object in a pair. Exposure to the reliable co-
occurrences between the two objects enhances the
perceived predictability between the objects. Indeed,
seeing one object in a pair automatically sets up an
implicit anticipation of the other object which has
not yet been shown (Turk-Browne et al., 2010). This
anticipation may activate the representation of the
other object in working memory, and therefore
biasing the recall of the first object from working
memory. For example in Experiment 2, the red circle
always appeared next to the blue circle in the struc-
tured condition, but in the random condition it
appeared next to the blue, purple, grey, or brown
circle. Thus, seeing the red circle on its own may auto-
matically activate the blue circle which used to appear
nearby. This means that the participant is holding two
representations in working memory, the red circle
which was shown briefly and the absent blue circle
which was activated by the red circle. The represen-
tation of the blue circle may thus interfere with the
recall of the red circle.

An alternative explanation focuses on the implicit
activation of the average feature in a pair. Exposure
to the reliable co-occurrences between the two
objects may result in implicit grouping of the two
objects into one unit, creating a higher-order rep-
resentation of the unit. This representation may facili-
tate the automatic extraction of ensemble features of
the group, such as the average location of the two
objects (Alvarez & Oliva, 2008; Chong & Treisman,
2005). Seeing one object of a pair may activate the
unitized representation of the pair and its ensemble
features. For example in Experiment 2, after exposure
to the reliable pairings of the red circle and the blue
circle, the average location of the two circles was auto-
matically extracted. Thus, seeing the red circle on its



own may activate the average location of the pair,
biasing the representation of the location of the red
circle toward the pair average. This account is consist-
ent with the finding that the representation of an indi-
vidual object within a set is automatically biased
toward to the ensemble feature of the set (Brady &
Alvarez, 2011). This explanation is also consistent
with the probabilistic clustering theory (Orhan &
Jacobs, 2013), and raises another factor for clustering,
namely, the reliable co-occurrences in space or over
time may lead to a joint representation of the two
objects, thus introducing dependencies in the joint
representation.

A caveat in interpreting the current results was the
possibility that the bias in the judgment phase was
the consequence of decision processes, rather than
the changes in the representations of objects. While
the current study does not distinguish between a bias
in memory representation and a bias in decisions in
the judgment phase, we do think that the bias is
more likely to arise from memory representation as a
result of learning. This is because of two reasons. First,
our participants were not explicitly aware of the regu-
larities or intentionally trying to learn the regularities,
showing that statistical learning is largely implicit and
incidental, and thus the decision process was minimal
in the judgment phase. Second, participants were
asked to recall the location of the object which they
saw 3 s ago, the bias observed in their judgment was
more likely to reflect errors in the memory represen-
tation, not from decision processes since it was an
explicit decision task among alternatives.

While the current study shows the impact of regu-
larities on object representations, a question remains
regarding the extent of such impact. That is, how regu-
larities alter the representations across multiple feature
dimensions. For example, in Experiment 1 the two
shapes in a pair were represented as being closer in
space, but it is currently unknown whether the identi-
ties of the two shapes were altered as a result of learn-
ing. Specifically, is it the case that the representations of
the co-occurring objects were biased toward each
other on the shape dimension? Future studies are
needed to examine the extent of the representational
bias across different feature dimensions.

To conclude, the current findings are significant in
several ways. We found a novel impact of statistical
learning on object representations. Previous studies
have found that the internal representations of
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individual objects are rendered more salient as their
associations are learned (Barakat, Seitz, & Shams,
2013; O'Brien & Raymond, 2012; Wimmer &
Shohamy, 2012). Our study extends on the previous
findings beyond salience, and demonstrates that
regularities in terms of object co-occurrences in
space or over time can bias the representations of
individual objects toward their co-occurring partners.
This finding provides a new perspective on the func-
tions of statistical learning. Statistical association not
only involves the reliable co-occurrences between
individual objects in space or time, but also serves as
a chunking process where two individual objects
become more related in their representations. Our
findings are also consistent with past memory litera-
ture that demonstrates a spatial or temporal contigu-
ity effect where the fidelity of memory representations
of objects is affected by spatial or temporal associ-
ations. Our study shows that statistical associations
(i.e., reliable joint or transitional probabilities) can
also shape the representation of individual objects.
Moreover, the current paradigm offers a new implicit
measure of statistical learning. The judgment task
measures the fidelity of object representations in
working memory without relying on explicit aware-
ness. The bias in object representations may serve as
an implicit signal that underlies the discrimination
between the pair and the foil during familiarity test,
which has been used as a signature of learning in
studies on statistical learning (e.g. Fiser & Aslin,
2001; Saffran et al, 1996; Turk-Browne et al., 2008).
Finally, the current findings reveal a new way in
which the internal representations of objects can be
modified by experience. That is, the reliable co-occur-
rences learned previously can change the current rep-
resentations of the objects.
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